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Abstract 
Given the importance of theoretical analysis of the ethical-technological contexts of 

war and violence in today's world and the war crimes committed in Gaza by the Zionist 

regime, this research aims to theoretically analyze the ethical-technological genealogy 

of war and violence in Gaza based on artificial intelligence applications.This research 

was conducted using a descriptive analysis method, and the required information was 

collected and analyzed using library and documentary methods. Based on the findings, 

it is argued that artificial intelligence, despite claims of increased accuracy and reduced 

casualties, in practice could lead to an unprecedented escalation of violence, the 

removal of the human factor from the decision-making process, and increasing 

ambiguity in moral and legal accountability. The findings of this research reveal that 

the digitalization of war is blurring moral boundaries and, by transforming conflict into 

an algorithmic phenomenon, poses the risk of "moral blindness" and "technological 

apartheid." The consequences of this synergy deeply challenge international 

humanitarian law, the concept of accountability, and regional and global stability. 

Finally, the need to develop strong ethical and legal frameworks, increase transparency 

and independent oversight, and technology diplomacy to manage the destructive 

consequences of this complex intersection is emphasized to prevent AI from becoming 

a tool for unlimited violence. 

Keywords: Genealogy, Artificial Intelligence, Sacred Violence, Gaza War, Ethics 

of Technology 
 

 Supreme Council for Theory, Criticism and Debate / Quarterly Journal of Strategic Theorizing 

                                                                                https://Theory.sndu.ac.ir/ E-ISSN:3041-9972 

 
   

Research paper 

 

                           

sds.sndu.ac.ir
http://creativecommons.org/licenses/by-nc/4.0/


 

 

   

 411-99، صص. 4141(، پاییز 41سال چهارم، شماره سوم )پیاپی 
 00/00/0000تاریخ پذیرش:  ـ 00/00/0000تاریخ دریافت: 

 

 

 پردازی راهبردیفصلنامه نظریه ♦پردازی، نقد و مناظره شورای عالی نظریه ♦ 1403-7799شاپا الکترونیک: 

 

 

 

 و نگج فناورانه -یتحلیل نظری تبارشناسی اخلاق

 وعیمصن هوش هایکاربست بر مبتنی غزه در خشونت
 

 سید هادی صادقی

 دانشگاه عالی دفاع ملی، تهران، ایران دانشکده امنیت ملی، ،سایبرفضای  راهبردیگروه مدیریت  دانشیار

Email: sadeghi59@gmail.com                                                                   0000-0002-6652-3045 

 طیبه اکبری پویانی

 ،س()الزهرا، دانشگاه شناسیریزی آموزشی، دانشکده علوم تربیتی و روان، گروه مدیریت و برنامهفلسفه تعلیم و تربیت دانشجوی دکتری
 تهران، ایران

Email: t.puyani@gmail.com                                                                      0000-0002-5022-7065                                                  

 چکیده
های جنگی جهان امروز و جنایتفناورانه جنگ و خشونت در -یت تحلیل نظری زمینه های اخلاقیبا توجه به اهم

گ و انه جنفناور-یاخلاق یتبارشناس ینظر لیتحلاین پژوهش با هدف  هیونیستی،صگرفته در غزه توسط رژیم شکل

ام این پژوهش به روش توصیفی تحلیل انج ی انجام پذیرفته است.هوش مصنوع یهابر کاربست یخشونت در غزه مبتن

ستدلال اها یافته براساس ای و اسنادی گردآوری و تحلیل شده است.نیاز با استفاده از روش کتابخانهو اطلاعات مورد 

 دیبه تشد تواندیدقت و کاهش تلفات، در عمل م شیمربوط به افزا یبرخلاف ادعاها ،یکه هوش مصنوع شودیم

منجر  یحقوق و یلاقاخ یریپذتیدر مسئول ندهیابهام فزا و یریگمیتصم فراینداز  یخشونت، حذف عامل انسان سابقهیب

 یریدرگ لیرا محو کرده و با تبد یاخلاق یشدن جنگ، مرزها یتالیجیکه د سازدیار مپژوهش آشک نیا یهاافتهیشود. 

 قا  یمع ییافزاهم نیا یامدهایدارد. پ دنباله برا  «فناورانه دیآپارتا»و  «یاخلاق یکور»خطر  ،یتمیالگور دهیپد کیبه 

بر لزوم  ت،ی. در نهاکشدیرا به چالش م یو جهان یاثبات منطقه و یریپذتیبشردوستانه، مفهوم مسئول المللنیحقوق ب

 تیریمد یبرا یفناور یپلماسید و و نظارت مستقل تیشفاف شیافزا ،یقو یو حقوق یاخلاق یهاچهارچوب نیتدو

و حصر  دحیخشونت ب یبرا یبه ابزار یهوش مصنوع لیشود تا از تبدیم دیتاک دهیچیپ یتلاق نیمخرب ا یامدهایپ

 .شود یریجلوگ

 یخشونت مقدس، جنگ غزه، اخلاق فناور ،یهوش مصنوع،  یتبارشناس ها:کلیدواژه
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 مقدمه

ناپذیر از زندگی آحاد مردم در کشورهای مختلف مروزه جنگ به یکی از مسائل جداییا

کننده در حوزه هوش های خیرهانقلاب دیجیتال و پیشرفتشده است. در این میان تبدیل 

های زندگی روزمره بشر را متحول ساخته، بلکه به شکلی بنیادین، نه تنها جنبه مصنوعی

 گیریهای شناسایی و هدفگون کرده است. از سیستمسیمای جنگاوری مدرن را نیز دگر

ک، بینی رفتارهای دشمن و مدیریت لجستیهای عظیم برای پیشخودکار گرفته تا تحلیل داده

هوش مصنوعی به سرعت در حال ادغام عمیق در ساختارهای نظامی و عملیات جنگی در 

هایی نظیر افزایش دقت در (. این تحولات، اگرچه با وعده1022کامینگز،سراسر جهان است )

حال، عین  اما در ؛ستا سازی عملیات همراه بودهبهینه و گیری، کاهش تلفات انسانیهدف

ل که نیازمند تأم ستاای را نیز مطرح کردهسابقههای اخلاقی، حقوقی و فلسفی بیچالش

 .(1022کامینگز،) ستندهعمیق و جدی 

های عمیق تاریخی، مذهبی و ایدئولوژیک ی که ریشهویژه نبردهایمعاصر، به جنگ هایدر 

؛ 1012آورند )گری، دارند، بستری پیچیده و روشنگر برای بررسی این تحولات فراهم می

ترین برانگیزترین و چالش(. جنگ در غزه، به عنوان یکی از طولانی1000مایر، یورگنس

های بارش، بلکه به دلیل پیچیدگیفاجعهتنها به دلیل ابعاد انسانی ها در خاورمیانه، نهدرگیری

بان حقوق ؛ دیده1012ای یافته است )گری، اخلاقی و فناوری درگیر در آن، کانون توجه ویژه

(. این درگیری، تلاقی عمیقی از 1014؛ کاوش، 1014؛ دانشگاه کوئین مری لندن، 1014بشر، 

فرهنگی و مذهبی، از جمله پدیده های غنی از مفاهیم فناورانه پیشرفته و لایه -ابعاد نظامی

(. خشونت مقدس، به معنای خشونتی 1012گذارد )گری، را به نمایش می «خشونت مقدس»

س توجیه و تقدی ،مانند خدا، ملت، یا آرمان مقدسکه به نام یک ایده یا موجودیت فراانسانی 

منازعات عمل کند تواند به عنوان یک نیروی محرکه قدرتمند در تشدید و ادامه شود، میمی

ه تنها از سوی بازیگران مختلف (. در بستر جنگ غزه، این مفهوم ن12-11 :1012)گری، 

ای از های نوین هوش مصنوعی، ابعاد تازهشود، بلکه تعامل آن با قابلیتکار گرفته میبه

 .(00-88 :1012پذیری را پدید آورده است )گری، پیامدهای اخلاقی و مسئولیت
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میت این مطالعه در آن است که صرفا  به توصیف کاربردهای هوش مصنوعی در جنگ اه

ناختی، فناورانه است. این رویکرد تبارش -یک تبارشناسی اخلاقی کند، بلکه در پی بسنده نمی

های تاریخی، اخلاقی و فنی پیوند میان هوش مصنوعی و دهد تا به ریشهبه ما امکان می

های . چگونه فناوریشود تحول این رابطه در طول زمان بررسی و  ردهخشونت مقدس نفوذ ک

ها های خودگردان پیچیده امروزی، در خدمت ایدئولوژینظامی، از ابزارهای ساده تا سیستم

اند؟ و چگونه هوش مصنوعی، با افزایش کننده خشونت قرار گرفتههای توجیهو گفتمان

تواند گیری ماشینی، میتصمیم فرایندنی از دور کردن عامل انسا و سرعت و مقیاس عملیات

، سابقه خشونت منجر شود؟ )گریپذیری اخلاقی را مبهم ساخته و به تشدید بیمسئولیت

 .دهندهای اساسی، محور اصلی کاوش در این مقاله را شکل می( این پرسش88-00 :1012

که  هاییر درگیریهوش مصنوعی، با وجود ادعای افزایش دقت و کاهش تلفات، در بست

و  زداییانسانی هایتواند با تقویت مکانیسم، میشده است با مفهوم خشونت مقدس آمیخته

ی منجر پذیرسابقه خشونت و بحران مسئولیتاز بین بردن مرزهای اخلاقی، به تشدید بی

ی های آتی، ابتدا به مبانی نظری هوش مصنوع(. این مقاله در بخش02 :1012شود )گری، 

. سپس، در یک موردپژوهی متمرکز می پردازددر جنگاوری مدرن و مفهوم خشونت مقدس 

 رفتار مهاجمین به غزه از منظر ایدئولوژی خشونت مقدس بررسی خواهد شد.بر جنگ غزه، 

های حکمرانی را تحلیل کرده و فناورانه این تلاقی و چالش -در نهایت، پیامدهای اخلاقی

 .و کنترل این پدیده پیشنهاد خواهد کرد  راهکارهایی را برای مهار

تلاقی پیچیده هوش مصنوعی و مفهوم بر این اساس سوال اصلی تحقیق این است که 

در بستر جنگ غزه از منظر تبارشناسی گفتمانی چه پیامدهای اخلاقی و « خشونت مقدس»

 ای به همراه دارد؟فناورانه

 

 



 
 4240 پاییز ♦ 24پیاپی  ♦ 3شماره  ♦ 4سال                             204

 

 پیشینه پژوهش. 1

ترین آثار مرتبط در این حوزه ارائه شده و سپس شکاف مروری بر مهم، (2)در جدول 

 .گرددپردازد، تبیین میپژوهشی که این مقاله به آن می

 پژوهشپیشینه  :2جدول

  سندهینو عنوان موضوع
 ناشر

 سال نشر
 هاخلاصه یافته روش تحقیق

مصنوعی هوش 

و تطهیر 
 خشونت

AI and 

Sacred 

Violence: 

Algorithm
ic Warfare 

in Gaza 

Grey, C. 
MIT Press 

2025 

تحلیل 

تبارشناختی 
 )فوکو(

سابقه از ادغام هوش تحلیل بی
 یهامثل سیستم مصنوعی نظامی

Habsora/Lavender های گفتمان با

تطهیر خشونت در جنگ غزه. تأکید بر 
تر عنوان بسبه «آزمایشگاه فلسطینی»

 صادرات جهانی خشونت الگوریتمی

هوش مصنوعی 

 و اخلاق جنگ

Killer 

Robots: 

Legality 

and 

Ethicality 

of 

Autonomo

us 

Weapons 

Sharkey, 

N. 

AI & 

Society 
2019 

-مطالعه اخلاقی

 فناورانه

های بررسی پیامدهای اخلاقی سلاح

زدایی از انسان»خودمختار و خطر 
تأکید بر ضرورت ممنوعیت  ،«جنگ

ها به دلیل جهانی این سیستم
 .تهدیدشان به حقوق بشر

حقوق 

بشردوستانه و 

های سلاح
 خودکار

Autonomo

us 

Weapon 

Systems 

and 

Internation
al 

Humanitar

ian Law 

Schmitt, 

M. N. 

Internation

al Review 

of the Red 

Cross 
2017 

-تحلیل حقوقی

 فلسفی

ی های تسلیحاتبررسی تعارض سیستم
با حقوق  (LAWS) خودگردان

ر تأکید ب ،المللیبشردوستانه بین

و  «پذیریشکاف مسئولیت»
های انتساب جنایات جنگی به چالش

 .عامل انسانی یا ماشینی

سوگیری 
الگوریتمی و 

خشونت 

 ریساختا

Weapons 

of Math 

Destructio

n: How 

Big Data 

Increases 

Inequality 

and 

Threatens 

Democrac

y 

O’Neil, C. 
Crown 

Publishing 
2016 

تحلیل 
-شناختیجامعه

 انتقادی

د تواننها میدهد که الگوریتمنشان می

نابرابری و خشونت ساختاری را تشدید 
 و «دقت ریاضی»کنند. ارتباط بین 

سازی خشونت از طریق عادی

محور بررسی شده های دادهسیستم
 .است

ا هبررسی ریشه

و منطق 
خشونت دینیِ 

Terror in 

the Mind 

of God: 

The 
Global 

Mark 

Juergens

meyer 

University 

of 

California 

Press 
2000 

پژوهش 

-تاریخی
 ایهمقایس

بخشی و زیباسازی خشونت مشروعیت

 و سیاست مذهبی در سطح گفتمانی



 202 صادقی، اکبری پویانی                           ♦ های هوش مصنوعیجنگ و خشونت در غزه مبتنی بر کاربست فناورانه -یتحلیل نظری تبارشناسی اخلاق

 

  سندهینو عنوان موضوع
 ناشر

 سال نشر
 هاخلاصه یافته روش تحقیق

جهانی و 
تروریسم 

 مذهبی

Rise of 

Religious 

Violence 

نظریه فوکو و 
های فناوری

 نظارتی

Discipline 

and 

Punish: 

The Birth 

of the 

Prison 

Foucault, 

M. 
Gallimard 

1975 

تحلیل 
-گفتمانی

 تاریخی

چهارچوب نظری برای بررسی رابطه 
بین قدرت، خشونت و فناوری ارائه 

و  «قدرت ستیز»دهد. مفهوم می
های هی از طریق مکانیسمدِنظم»

قابل تطبیق با تحلیل  «خودکار
انتقادی هوش مصنوعی در تطهیر 

 .خشونت است

 

ادبیات موجود درباره هوش مصنوعی در جنگ، یا بر ابعاد فنی و کارکردی آن تمرکز 

کند. های نوین بررسی میهای تطهیر خشونت را بدون توجه جدی به فناوریفراینددارد یا 

ل کند، مند تحلیصورت نظامای منسجم که این تلاقی را در بستر جنگ غزه بهتاکنون مطالعه

ت دانش نهفته اس-تد تحلیلی عمیق از سازوکارهای قدراصلی در نبو ارائه نشده است. خلأ

افزایی میان هوش مصنوعی و تطهیر خشونت را روشن سازد. نوآوری پژوهش که نحوه هم

بار پیوند میان فناوری، قدرت و تطهیر خشونت را از حاضر در آن است که برای نخستین

 .کندمنظر تبارشناسی بررسی می

 

 مبانی نظری. 2

 هوش مصنوعی در عرصه نظامی. 2-1

سان، های شناختی انها برای تقلید از قابلیتهوش مصنوعی در معنای عام، به توانایی ماشین

در حوزه نظامی،  .شودمی گفتهگیری و درک زبان نظیر یادگیری، حل مسئله، تصمیم

آوری و تحلیل ها از جمعاین فناوری .کاربردهای هوش مصنوعی گسترده و متنوع است

 فرایندحتی در  و ریزی عملیات، لجستیکاطلاعات گرفته تا شناسایی اهداف، برنامه

انگیزترین برترین و چالشیکی از مهم .شوندهای حساس نظامی به کار گرفته میگیریتصمیم
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 .است 2«کاردهای تسلیحاتی خوسیستم»در جنگاوری مدرن، ظهور  هوش مصنوعی نمودهای

دن ششوند، توانایی انتخاب و درگیرمینیز نامیده  «های قاتلربات»ها، که گاهی این سیستم

 .(1022کامینگز،با اهداف را بدون دخالت مستقیم و مستمر انسانی دارند )

ی را های اخلاقی و حقوقی عمیق، پرسشکارهای تسلیحاتی خودتوسعه و استقرار سیستم

ک ی کهدرصورتیپذیری است. چالش، موضوع شکاف مسئولیت نیترمهمکند. مطرح می

؟ نویس، مرتکب خطای مرگبار شود، چه کسی مسئول خواهد بود؟ برنامهکارسیستم خود

( این ابهام در 1022؛ اشمیت، 1013المللی صلیب سرخ، فرمانده؟ یا خود ماشین؟ )کمیته بین

الشعاع قرار دهد، بلکه ممکن است به تواند عدالت را تحتمی تنهانهپذیری، مسئولیت

(. 00-88 :1012توجهی نسبت به پیامدهای اخلاقی عملیات نظامی منجر شود )گری، بی

علاوه بر این، ادعای افزایش دقت هوش مصنوعی و کاهش تلفات غیرنظامی، همواره مورد 

طرفی، رغم ادعای دقت و بیها، بهیتمتردید قرار گرفته است. حقیقت تلخ آن است که الگور

ینی جنگی، بهای پیچیده و غیرقابل پیشهای پنهان باشند و در محیطتوانند دارای سوگیریمی

 .های موقعیتی و تمایز دقیق میان نظامیان و غیرنظامیان نباشندقادر به درک کامل ظرافت

 

 تطهیر خشونت. 2-2

 ماع شود که طی آن اعمال خشونتی اطلاق میفرایندبه « تطهیر خشونت»در این پژوهش، 

 ایونهگبه ایدئولوژیک گفتمانی و سازوکارهای طریق فناورانه از یا ساختاری فیزیکی، از

 و جرن ،فرایند این در. کنند جلوه چالشکم و موجه ضروری، طبیعی، که شوندمی بازنمایی

 و انیعقل فنی، کنشی قالب در خشونت و شودمی رانده حاشیه به پنهان قربانیان عاملیت

 مومیع حساسیت و تضعیف آن اخلاقی بار که نحویبه گردد؛می بازتعریف «طرفبی» ظاهرا 

 عصر در(. 2: 1014 همکاران، و واتس) یابدمی کاهش آن انسانی پیامدهای به نسبت

هایی مانند پهپادهای خودکار تواند تشدید شود؛ زیرا فناوریوند میر این هوشمند، هایسامانه

گذاری شناختی و حذف عناصر انسانی، گیری الگوریتمی با ایجاد فاصلههای هدفو سیستم

                                                        
1. LAWS 
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 همچنین،(. 124: 1014کنند )فنستر، بندی میصورت« تهی از بار اخلاقی»خشونت را در قالبی 

 ولیتمسئ یا دفاعی ضرورت قالب در را خشونت هویتی، یا امنیتی هایگفتمان که هنگامی

 کنش و یابدمی کاهش خشونت به نسبت اخلاقی مقاومت کنند،می بازنمایی جمعی

 عناصر از یکی(. 1: 1012 سرناتونی،) کندمی جلوه ترقبولقابل و ترعقلانی آمیزخشونت

که طرف مقابل در قالب تهدیدی  زمانی است؛ «دیگری» از انسانیت سلب روند، این کلیدی

ر پذیرفتنی زا و بیشتشود، خشونت علیه او کمتر مسئلهمطلق یا موجودیتی خطرناک تصویر می

گذاری اخلاقی را تقویت کنند توانند این فاصلههای خودکار نیز میگردد و سامانهتلقی می

 .(20: 1014)واتس و همکاران، 

صورت به« تطهیر خشونت»ح عملیاتی، در سط: تعریف عملیاتی تطهیر خشونت

ا، هشود که در اسناد، گزارشفهم و کدگذاری می ،ای از الگوهای گفتمانی و فناورانهمجموعه

اند. های هوش مصنوعی مرتبط با جنگ غزه قابل شناساییها و نیز توصیف سامانهبیانیه

 :شده کار گرفتهای عملیاتی زیر در تحلیل گفتمان به، شاخصازهمین رو

توصیف کشتار، تخریب و تلفات انسانی با  :سازی خشونتسازی و عددیفنی .2

یا « کارایی»و « سازیبهینه»، «خروجی سیستم»، «ریسک»، «هدف»واژگانی مانند 

 .صرفا  با آمار و ارقام، بدون ارجاع صریح به رنج و عاملیت قربانیان

گفتمان امنیتی از طریق  چهارچوبتوجیه خشونت در  :بندی امنیتی خشونتصورت .1

 مسئولیت»یا « سازی تهدیدخنثی»، «امنیت ملی»، «ضرورت دفاعی»مفاهیمی چون 

 .آمیز ناگزیر و عقلانی جلوه کندای که کنش خشونتگونه، به«جمعی

های کلی یا بندیتقلیل قربانیان به اعداد، دسته :راندن قربانیحذف یا حاشیه .3

، بدون نام، چهره یا روایت زیسته و با غیبت اشاره «تلفات جانبی»اصطلاحاتی مانند 

 .مستقیم به رنج انسانی و پیامدهای اخلاقی خشونت

، «سیستم»بار به های مرگدادن تصمیمنسبت :های فناورانهواگذاری عاملیت به سامانه .4

ت نحوی که مسئولیجای فاعلان انسانی، بهبه« هوش مصنوعی»یا « مدل»، «الگوریتم»

 .شده جلوه کندبار مبهم یا توزیعو حقوقی کنش خشونتاخلاقی 
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، «عنصر»، «تهدید مطلق»بازنمایی طرف مقابل در قالب  :«یدیگر»انگاری غیرانسان .2

جای سوژه انسانی؛ امری که حساسیت اخلاقی نسبت به به« شیء»یا « هدف»

 .سازدتر میقبولخشونت را کاهش داده و آن را قابل

ده دهندر این پژوهش، هم یک مفهوم نظری )توضیح« تطهیر خشونت»به این ترتیب، 

 شناختیسازی خشونت( و هم یک مفهوم روشبخشی و عادیسازوکارهای مشروعیت

های مرتبط با جنگ غزه ها و روایتهای فوق در متنتحلیلی است که از طریق شاخص

 .شودردیابی و کدگذاری می

 

 حقیقت عملیاتی. 2-3

 های میدانیمحور برای بازنمایی واقعیتفناوری فرایندعنوان یک به عملیاتی مفهوم حقیقت

های هوش ویژه در زمینه سامانهشود. این مفهوم، بههای معاصر در نظر گرفته میدر جنگ

شده از میدان جنگ به اطلاعات آوریهای جمعگیری خودکار، به تبدیل دادهمصنوعی و هدف

اساس استانداردهای الگوریتمی و بدون ری اشاره دارد که اغلب برگیصمیمقابل پردازش و ت

های طور خاص، سامانهگیرد. بهگیری نهایی صورت میتصمیم فرایندحضور فرد در 

 های آماریهای ریسک و دادهگیری مبتنی بر هوش مصنوعی، تهدیدات را به پروفایلهدف

ور، کنند )آمدر میدان نبرد حمایت میزدایی و تسهیل خشونت کنند که از انسانتبدیل می

ها و ادهد براساسشود که بیشتر « حقیقت»تواند منجر به تولید نوعی (. این مفهوم می1022

گیرد، که این امر های انسانی و اخلاقی فاصله میگیرد و از برداشتها شکل میالگوریتم

 .(1022کند )کامینگز، میهای اخلاقی و حقوقی را در عرصه جنگ ایجاد طور جدی چالشبه

شود، صورت متقابل و غیرتقریری در نظر گرفته میبه دانش-در تحلیل فوکویی، قدرت

تنها از طریق اعمال مستقیم، بلکه از طریق تولید و تثبیت دانش نیز به این معنا که قدرت نه

صولی از عنوان محعنوان بازتابی از واقعیت، بلکه به، حقیقت نه بهفرایندکند. در این عمل می

های الگوریتمی گیرد. در زمینه هوش مصنوعی، سامانهدانش شکل می-های قدرتشبکه

انی جای کنشگر انسها بهویژه زمانی که دادهنقشی فعال در تولید حقیقت عملیاتی دارند، به
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شوند. این امر موجب تغییر در معیارهای شناخت، مسئولیت گیری تبدیل میبه محور تصمیم

شود )روویرا مارتورل و همکاران، کاهش نقش انسان در تولید حقیقت می و و موضوعیت

های امنیتی و های هوش مصنوعی در سیاستدهند که فناوریها نشان می(. این تحلیل1012

 .(1013کنند )پاورکیوب، طور مشابه در بازتعریف قدرت و مشروعیت عمل میجنگ نیز به

 

 ایدئولوژیمثابه فناوری به. 2-4

نها ابزارهای ها تفرض استوار است که فناوریبر این پیش« مثابه ایدئولوژیفناوری به»مفهوم 

اند های قدرتچهارچوبها و فرضها، پیشای از ارزشخنثی نیستند، بلکه حامل مجموعه

ا دهی روابط اجتماعی رتوانند دید ما به جهان، شیوه داوری اخلاقی و نحوه سازمانکه می

های الگوریتمی، نوعی پردازی و معماریهای طراحی، دادهفرایندشکل دهند. فناوری در 

کند کند که رفتارها و ادراکات کاربران را هدایت میگیری هنجاری و معرفتی تولید میجهت

 هایمدل قالب در واقعیت بازنمایی با محورداده هایفناوری همچنین،(. 42: 1013)فینبرگ، 

 صورتبهیری گکنند که در آن تصمیمبینی ساختاریافته را تثبیت میانجه نوعی محاسباتی،

 .(221: 1014شود )کالدری و مجیاس، عددی و تکنیکی فهم می

ه محور است کدر بستر جنگ، هوش مصنوعی بیش از یک ابزار؛ یک ایدئولوژی فناوری

 .کندزتولید میطرفی باهایی از کارایی، دقت، کنترل و بیخشونت را در پوشش

 ایدئولوژی دقت و کارایی

و کاهش خطای انسانی، خشونت « شدهسازیخشونت بهینه»با ارائه روایت هوش مصنوعی 

ه کند. این تصویر نوعی مشروعیت فناوراننظامی را عقلانی، دقیق و فاقد بار اخلاقی معرفی می

دهد ار را کاهش میهای مرگبکند و بار اخلاقی تصمیمبرای اعمال خشونت تولید می

 .(0: 1012)سرناتونی، 

 ایدئولوژی کنترل و نظارت

های هوشمند، میدان نبرد و زندگی غیرنظامیان را به محیطی قابل مدیریت، قابل فناوری

ویت کرده و را تق« کنترل کامل»دهند؛ امری که ایدئولوژی بینی و قابل محاسبه تقلیل میپیش
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دهند که این های جدید نشان میکند. تحلیلرا فراهم می سازی زندگی روزمرهزمینه نظامی

سازی جهان، نوعی های کلان قدرت است که از طریق دادهمنطق نظارتی، بخشی از پروژه

 .(22: 1013کند )کویت، سلطه جدید ایجاد می

 «جنگ پاک»ایدئولوژی 

ی های عددی، نوعهای هوشمند با تبدیل خشونت به داده و بازنمایی آن در قالب مدلسیستم

کنند؛ تصویری که در آن خشونت از رنج انسانی جدا شده از جنگ ارائه میسازیتصویر پاک

 روند بازدارندگی اخلاقی را کاهش یابد. اینخطر نمایش میشده و در قالب عملی فنی و بی

 .(121: 1014شود )فنستر، سازی خشونت فناورانه منجر میدیداده و به عا

 طرفی الگوریتمیایدئولوژی بی

ه کشود، در حالیای عینی و فاقد سوگیری تصور میسامانه عنوانبهاغلب  هوش مصنوعی

ها و ساختارهای محاسباتی، حامل ارزش یهایمعمارها و طراحی، انتخاب داده فرایندخود 

تواند نقش پنهان ساختارهای ایدئولوژیک را تقویت کرده و می« طرفی ظاهریبی»اند. قدرت

 سیاسی و اخلاقی است )کالدری هاآنبخشی تصمیماتی بینجامد که پیامدهای به مشروعیت

 .(210: 1014و مجیاس، 

داده، بازنمایی فنی و برساخت عقلانی، در مجموع، هوش مصنوعی با تبدیل خشونت به 

کند؛ نقشی که خشونت را طبیعی، تکنیکی و صورت ناگزیر نقش ایدئولوژیک پیدا میبه

 .ازدسفراهم می« تطهیر خشونت»چالش جلوه داده و در نتیجه، شرایط را برای گسترش کم

 

 شناسی پژوهشروش. 3

 عیفناورانه کاربرد هوش مصنو-های اخلاقیاین پژوهش با هدف تحلیل تلاقی پیچیده و پیامد

ویژه جنگ در غزه، از رویکرد کیفی و روش تبارشناسی گفتمانی به های معاصر، بهدر جنگ

برای  عنوان ابزار تحلیلیتبارشناسی در این مطالعه به بهره برده است. «میشل فوکو»سبک 

رسی نیز برای بر و بخشی به خشونت از طریق فناوریهای تاریخی مشروعیتافشای منطق

 های هوشمند نظامیواسطه فناوریبه «خشونت مقدس»چگونگی بازتولید و تشدید مفهوم 
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 ت کهرا فراهم نموده اسامکان  استفاده از تبارشناسی فوکویی اینبه کار گرفته شده است. 

 تالدیجی-های آشکار فراتر رفته و به سازوکارهای ناپیدای قدرت در بستر نظامیروایت

ها و نگاری سنتی که به دنبال ریشهتبارشناسی فوکویی، برخلاف تاریخ رداخته است.پ

های یدهگیری پدها، تصادفات و روابط قدرت در شکلهای خطی است، بر گسستپیوستگی

داند، بلکه آن (. این رویکرد، فناوری را ابزاری خنثی نمی2022اجتماعی تمرکز دارد )فوکو، 

کند که از طریق آن خشونت مشروع، ئولوژیک و نژادی تحلیل میرا تجلی یک سازه اید

 .شودزدوده مییافته و اخلاقاتوماسیون

های این پژوهش از طریق تحلیل محتوا و تحلیل گفتمان انتقادی از منابع متنوعی داده

 :اندگردآوری شده

 های نهادهای حقوق بشری شامل گزارش :حقوقی-رسمی نظامیاسناد رسمی و نیمه

حلیلی های فنی و ت، اسناد ارتش اسرائیل، گزارشبان حقوق بشرمانند دیده ،المللیبین

 Lavender ،Gospel ،Where’s Daddy  دمانن های هوش مصنوعی نظامیدرباره سیستم

ل در حوزه فناوری نظامی )نظیر پالانتیر و های فعاهای تحلیلی شرکتخروجی و

 .آندوریل(

 های مطالعات فناوری، شده در حوزهمقالات و کتب منتشر :ایرشتهمنابع علمی بین

های شده از پایگاههوش مصنوعی نظامی، گردآوری و اخلاق جنگ، فلسفه فناوری

  Google Scholar و Scopus ،Web of Science  رداده معتبر علمی نظی

 ها، ها، بیانیهشامل تحلیل محتوای سخنرانی :اجتماعی-ای و سیاسیهای رسانهگفتمان

های مستندات تولیدی رسانه و های رسمیهای اجتماعی، مصاحبههای رسانهپست

 رد هوشمرتبط با جنگ غزه و کاربهای جریان اصلی مانند تایم و هاآرتص و رسانه

 .مصنوعی در آن

رح شناختی تبارشناسی فوکو، به شده گام روش براساسها در این پژوهش، تحلیل داده فرایند

 :زیر عملیاتی شده است
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مسئله محوری پژوهش، تلاقی هوش مصنوعی و خشونت  :(2شناسایی مسئله )گام  .2

یابی این پدیده در زمان حال و فهم چرایی مقدس در جنگ غزه است. این گام بر ریشه

 فناورانه آن، تأکید دارد.-وضعیت کنونی آن، با تمرکز بر مظاهر حاد و پیامدهای اخلاقی

این پدیده به جزئی حیاتی از جنگاوری معاصر هدف، نشان دادن این است که چگونه 

 .(2022تبدیل شده است )فوکو، قدرت های سلطه گر

در این مرحله، پژوهش با اتخاذ رویکرد  :(1سوابق موضوع و نقد رویکردهای رقیب )گام  .1

در  (Teleology) گرایینهایتو  (Presentism) گراییاکنونتبارشناختی، از رویکردهای 

-(. هدف، ارائه یک تبارشناسی اخلاقی2022رود )فوکو، و فناوری فراتر میتحلیل جنگ 

لکه پردازد، بفناورانه است که صرفا  به توصیف کاربردهای هوش مصنوعی در جنگ نمی

های تاریخی، اخلاقی و فنی پیوند میان هوش مصنوعی و خشونت مقدس نفوذ به ریشه

 .(2022کند )فوکو، سی میکرده و تحول این رابطه را در طول زمان برر

 هایبندیاین گام به دنبال شناسایی اولین صورت :(3پدیده )گام « درجه صفر»شناسایی  .3

و نقش فناوری در جنگاوری، پیش از تلاقی پیچیده  «خشونت مقدس»نامتمایز از مفهوم 

گیری و تمایز ها با هوش مصنوعی است. این امر به درک چگونگی شکلو مدرن آن

های کند و نقطه آغازین برای تحلیل گسستاین مفاهیم در طول تاریخ کمک مییافتن 

 .(2022آورد )فوکو، بعدی را فراهم می

این مرحله شامل شناسایی و تحلیل  :(4های گفتمانی )گام بندیکشف صورت .4

ر د «کاربرد هوش مصنوعی در جنگ»و  «خشونت مقدس»های مختلف پیرامون گفتمان

ردازد پهایی میطور خاص، پژوهش به تحلیل گفتمانمتمایز است. به های تاریخیدوره

ز ا سلب مفهوم انسانیتمانند  ،کنندهای متعالی توجیه میکه خشونت را به نام آرمان

و  نظیر ایدئولوژی دقتهایی که فناوری را به مثابه ایدئولوژی و همچنین گفتمان دشمن

و، کنند )فوکمعرفی می ،طرفی الگوریتمییب و کارایی، کنترل و نظارت، جنگ پاک

2022). 
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تغییر »پژوهش بر شناسایی نقاط گسست یا  :(2)گام « تغییر مسیر»تحلیل گسست و  .2

و ادغام فناوری در جنگاوری تمرکز  «خشونت مقدس»در سیر تحول مفهوم  «مسیر

این  در های جدیدیبندی(. این نقاط، لحظاتی هستند که صورت2022کند )فوکو، می

وعی. و هوش مصن کارهای تسلیحاتی خودویژه با ظهور سیستماند، بهها ظهور کردهپدیده

دهد که چگونه پدیده از مسیر پیشین خود منحرف شده ها نشان میتحلیل این گسست

 .(2022و در مسیری تازه قرار گرفته است )فوکو، 

های متکثر، اتفاقی و ناهمگون تلاقی این گام به آشکارسازی ریشه :(1تحلیل تبار )گام  .1

جای جستجوی یک مبدأ (. به2022پردازد )فوکو، هوش مصنوعی و خشونت مقدس می

های ارزیابی های ناچیز، خطاها و اشتباهواحد، پژوهش به بررسی پیشامدها، انحراف

هد که داند. این تحلیل نشان میکنونی منجر شده گیری وضعیتپردازد که به شکلمی

های نظامی، یک مسیر برای فناوری« میدان آزمون»چگونه وضعیت فلسطین به عنوان 

 سازدکارگیری هوش مصنوعی نظامی را آشکار میاتفاقی و ناهمگون در توسعه و به

 .(1012)گری، 

بینی و اتفاقی در پیش پژوهش بر نقش رویدادهای غیرقابل :(2تحلیل تصادف )گام  .2

، کند )فوکوگیری و تشدید تلاقی هوش مصنوعی و خشونت مقدس تأکید میشکل

دهد که چگونه نیروها و عوامل غیرقابل محاسبه، خارج از (. این تحلیل نشان می2022

اند منطق گفتمانی موجود، در لحظات تغییر مسیر ظاهر شده و بر پدیده تأثیر گذاشته

ک گیری پدیده کماین امر به زیر سؤال بردن جبرگرایی تاریخی در شکل (.2022)فوکو، 

 .(2022کند )فوکو، می

این پژوهش به تحلیل روابط قدرت پراکنده، مولد و مویرگی  :(8تحلیل قدرت )گام  .8

و کاربرد هوش مصنوعی در جنگ را شکل  «خشونت مقدس»های پردازد که گفتمانمی

حلیل شامل بررسی چگونگی عمل هوش مصنوعی به (. این ت2022دهند )فوکو، می

و حذف عامل  «های اهدافبانک»عنوان یک ایدئولوژی برای توجیه خشونت، ایجاد 

انحلال مسئولیت »(. همچنین، به بررسی 2022گیری است )فوکو، تصمیم فرایندانسانی از 
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ها تملگوریگری اناشی از میانجی «پذیریشکاف مسئولیت»و  «اخلاقی در منطق ماشین

 .(1013المللی صلیب سرخ، پردازد )کمیته بینمی

ای و اشکال مقاومت های حاشیهپژوهش به شناسایی گفتمان :(0تحلیل مقاومت )گام  .0

این  .پردازد در برابر اشکال انقیاد ناشی از تلاقی هوش مصنوعی و خشونت مقدس می

المللی و های بینازمانهای حقوقی و اخلاقی مطرح شده توسط سشامل بررسی چالش

های اخلاقی و حقوقی قوی، شفافیت و چهارچوبهمچنین نیاز به  و نهادهای مدنی

؛ کارشناسان سازمان ملل، 1013المللی صلیب سرخ، نظارت مستقل است )کمیته بین

ها آورد و این مقاومتدهد که قدرت همواره مقاومت می(. این گام نشان می1014

 .(2022کنند )فوکو، دن گفتمان مسلط کمک میچگونه به چالش کشی

در نهایت، این پژوهش با افشای ساختگی و اتفاقی بودن وضعیت  :(20نقد حال )گام  .20

پردازد موجود )تلاقی هوش مصنوعی و خشونت مقدس در جنگ غزه(، به نقد حال می

کردن این پدیده و باز  «مسلم»و  «طبیعی»(. هدف، زیر سؤال بردن وجه 2022)فوکو، 

های اخلاقی و حقوقی قوی برای مدیریت پیامدهای چهارچوبراه برای تغییر و تدوین 

ریزد و تصور (. این نقد، بنیان پدیده موجود را در هم می2022مخرب آن است )فوکو، 

 .(2022دهد )فوکو، ای از آن ارائه میتازه

رفته و  ها فراتریدهکاررفته در این پژوهش، از سطح توصیف پدرویکرد تبارشناسانه به

وکو، آورد )فهای زیرین گفتمان فناورانه جنگی را فراهم میامکان تحلیل روابط قدرت در لایه

لی عنوان تجمثابه ابزاری خنثی، بلکه به(. این روش، فناوری هوش مصنوعی را نه به2022

کند که به واسطه آن خشونت مشروع، یک سازه ایدئولوژیک و نژادی تحلیل می

تر از (. این امر به درک عمیق2022شود )فوکو، زدوده مییافته و اخلاقتوماسیونا

 .(2022کند )فوکو، های مدرن کمک میهای اخلاقی و اجتماعی جنگپیچیدگی
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 ی پژوهشهایافته. 4

 های هوش مصنوعی، بلکه به واکاویاین تحلیل نه صرفا  به توصیف کارکردهای فنی سامانه

 «خشونت تطهیر» سازوکارهای و گفتمانی هایبندیصورت دانش،-های پنهان قدرتلایه

حاد  یبه طرز، 1013اکتبر  2 از پس ویژهبه غزه، جنگ بستر در که سازوکارهایی پردازد؛می

 .(1012؛ گری، 1000مایر، اند )یورگنسسابقه آشکار شدهو بی

ده شخوانش فوکویی، این تلاقی میان هوش مصنوعی و خشونت تقدیس چهارچوبدر 

های ائتلاف ها،ا، تصادفهناپذیر، بلکه محصول تاریخی  گسستنه یک روند طبیعی یا اجتناب

 1«ظهور»و  2«نسب» باید فوکو، تعبیر به است؛ امنیتی و مذهبی هایگفتمان و نظامی-هفناوران

وجو کرد، نه در یک خط سیر خطی  ها جستنیروها و نزاعای از این وضعیت را در شبکه

 .(2403قائم نیک و کاتب،پیشرفت فناوری )

 :توان در سه محور تحلیلی اصلی خلاصه کردبرآیند این تحلیل را می

  ؛محور و آزمایشگاهی شدن غزهداده« حقیقت عملیاتی»تولید  .2

 ؛اخلاقی در چرخه کشتارپذیری دگرگونی عاملیت انسانی و فرسایش مسئولیت .1

 .سازی خشونت در مقیاس الگوریتمیزدایی فناورانه، آپارتاید دیجیتال و عادیانسان .3

حال، این سه محور بر ده گام تبارشناختی استوار است که از شناسایی مسئله و رعین د

ان کچوئی) ردیگبرمی های مقاومت را درهای تاریخی آن تا نقد وضعیت اکنون و امکانریشه

 .شوندیم بندیصورت تبارشناختی گفتمانی صورتها به. در ادامه، این یافته(2388و زائری،

 

 تلاقی هوش مصنوعی و تطهیر خشونت در جنگ غزه: مسئله و مظاهر حاد آن. 5

عنوان تلاقی هوش مصنوعی و تطهیر در گام نخست تبارشناختی، مسئله محوری پژوهش به

اکتبر  2ویژه پس از دهد که غزه، بهها نشان میبندی شد. یافتهتخشونت در جنگ غزه صور

صحنه یک درگیری نظامی متعارف، بلکه به کانون آزمایشی جنگاوری  فقطنه، 1013

ی، های مذهبهای هوش مصنوعی با گفتمانالگوریتمی بدل شده است؛ جایی که پیشرفت
                                                        
1. Herkunft 
2. Entstehung 
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 شده را ممکنهای جدیدی از خشونت مشروعتنیده شده و شکلامنیتی و استعمارگرانه درهم

 .(1013مللی صلیب سرخ، ال؛ کمیته بین1000مایر، اند )یورگنسساخته

وعی ای از هوش مصنسابقهصورت بیدهد که ارتش اسرائیل بهشده نشان میاسناد بررسی

ویژه در همکاری نزدیک میان واحد اطلاعات نظامی گیرد؛ بهدر چرخه عملیات بهره می

های بزرگ فناوری مانند گوگل، مایکروسافت و متا. این و متخصصان شرکت( 8100)واحد 

گاسپل، -های متعددی همچون هابسوراها زیرساختی را فراهم کرده که در آن، سامانهکاریهم

نقش کانونی در تولید اهداف بمباران و ردیابی « بابا کجاست؟»لاوندر و سامانه موسوم به 

 .(1012؛ گری، 1012وکار و حقوق بشر، کنند )مرکز منابع کسبهای انسانی ایفا میسوژه

کند و از هدف بمباران برای نیروی هوایی تولید می 100تا  200ین گاسپل روزانه ب

اه کند )دانشگبودن فرد یا محل استفاده می« مبارز»های نظارتی برای تعیین الگوهای داده

 .(1014کوئین مری لندن، 

ها هزار فرد را ها دهلاوندر عمدتا  بر شناسایی اهداف انسانی تمرکز دارد و بنا بر گزارش

 های ارتباطی، عضویتبر پایه فراداده نوان مظنون به عضویت در حماس یا جهاد اسلامیعبه

؛ گری، 1014گذاری کرده است )کاوش، وآمد برچسبهای چت و الگوهای رفتدر گروه

1012). 

سوژه هدف را تا خانه دنبال کرده و در لحظه ورود او به فضای « بابا کجاست؟»سامانه 

کند، امری که در عمل به نابودی خانه و کشتار خانواده ا فعال میمسکونی سیگنال حمله ر

 .(1012؛ گری، 1014شود )کاوش، منجر می

دهند، بلکه با ارائه خشونت در قالب کارایی عملیاتی را افزایش می تنهانهها این سامانه

مانی ویژه ز؛ بهکنندمی« تطهیر»ی هوشمند، دقیق و ظاهرا  عقلانی، آن را از منظر اخلاقی فرایند

 پیوند« حقوق تاریخی و مذهبی بر زمین»های سیاسی و مذهبی با زبان که در گفتمان

؛ 1012شود )گری، عنوان ابزار تحقق یک مأموریت مقدس تصویر میخورند و الگوریتم بهمی

 .(1022آمور، 
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در سوی مقابل، حماس از هوش مصنوعی عمدتا  در سطح جنگ اطلاعاتی و شناختی 

های بصری احساسی و عملیات مرتبط با روایت گیرد: تولید محتواهای تبلیغاتی،ره میبه

روند سازی حامیان به کار میجریان اطلاعات که برای تأثیرگذاری بر افکار عمومی و رادیکال

زمان، میدان نبرد فیزیکی و میدان ترتیب، هوش مصنوعی هم(. بدین1021؛ انیل، 1022)آمور، 

 .کندرا بازآرایی می« هاها و ذهنقلب»نبرد 

در این زمینه اهمیت محوری دارد: غزه و کرانه باختری « آزمایشگاه فلسطینی»مفهوم 

گیری های الگوریتمی شناسایی و هدف، سامانههاآنشوند که در عنوان فضاهایی تعریف میبه

قاط امی به دیگر نهای نظعنوان محصولات و دکترینشوند و سپس بهمی« تکمیل»آزمایش و 

ای (. این وضعیت نمونه1012وکار و حقوق بشر، گردند )مرکز منابع کسبجهان صادر می

کننده فناوری، مصرف فقطنهافزای دانش و قدرت است؛ جایی که جنگ عینی از پیوند هم

 .نظامی و الگوهای جنگاوری جهانی است« دانش»بلکه تولیدکننده 

 

 گوییمحور و شکاف پاسخداده «حقیقت عملیاتی»تولید . 6

های هوش مصنوعی، در جنگ غزه، های محوری پژوهش این است که سامانهیکی از یافته

نوان تصویر عاند؛ به این معنا که آنچه بهتبدیل شده« حقیقت عملیاتی»به منبع اصلی تولید 

ر زمان بیش از ه شود،قبول تلفات ارائه میمعتبر از میدان نبرد، تهدید، هدف و نسبت قابل

؛ 1012دیگر محصول محاسبات الگوریتمی است، نه حاصل داوری موقعیتی انسان )گری، 

 .(1012تاون، بررسی مطالعات امنیتی جورج

ای استاندارد نمایش داده های دادهصورت پروفایلدر این رژیم حقیقت، تهدید و هدف به

مثابه ی اجتماعی و سیاسی خود، بلکه بهشود: فرد، خانواده یا ساختمان نه در بستر زندگمی

 فرایندشود. این همان ظاهر می« واحد آماری»یا « ایگره شبکه»، «نمره ریسک»

(. 1020مندی به آن اشاره دارد )دین، است که ادبیات حکومت« هاسازی جمعیتمحاسبهقابل»

آستانه »تمال خطر، تصمیم درباره ضرورت عملیات نیز از زبان کیفی زمینه، به زبان کمی اح

 .(1000شود )دیلان و رید، ترجمه می« درصد مقبول تلفات»یا « تهدید
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زمان دو کار انجام سازی ضرورت و تناسب، همدهد که این محاسباتیها نشان مییافته

 :دهدمی

 دهد؛جلوه می« طرفبی»خشونت را در زبان آمار و کارایی  .2

کند، زیرا تصمیم ظاهرا  به دشوارتر می ها راامکان نقد اخلاقی و حقوقی تصمیم .1

 .شود، نه به فاعل انسانینسبت داده می« خروجی مدل»

 :شودطور برجسته ظاهر میدر اینجا دو مفهوم کلیدی به

 الگوریتمی« جعبه سیاه»گویی و  شکاف پاسخ .الف

 دادننسبت «(سیاه جعبه» )مسئله های هوش مصنوعیفقدان شفافیت در عملکرد مدل

 ارهشد مستقل هایگزارش و حقوقی اسناد. کندمی مخدوش را انسانی عاملان به مسئولیت

 یا ردف چرا کهاین دقیق توضیح به قادر سامانه طراحان حتی موارد، از بسیاری در که دهندمی

 را خشونت از عمومی درک هم ابهام، این. نیستند خورده برچسب هدف عنوانبه مکانی

 .(1012 گری، ؛1022 اشمیت،) دهدمی کاهش را حقوقی پیگرد امکان هم و کندمی دشوار

کند: مبهم، در عین حال قدرتی غیرشخصی را تثبیت می« دانش»از منظر فوکویی، این 

ه همین گوید و بسخن می« الگوریتم»قدرتی که نه از زبان یک فرمانده مشخص، بلکه از زبان 

محور داده ایبار به سامانهقتی تصمیمات مرگو رشود. به تعبیر دیگدلیل، دشوارتر نقد می

شوند که هیچ چهره انسانی مشخصی ندارد، خود قدرت نیز از امکان نسبت داده می

 .(1012تاون، گریزد )بررسی مطالعات امنیتی جورجخواهی میپاسخ

 

 انگاریسوگیری الگوریتمی و کدگذاری غیرانسان. ب

د توجه )مثلا  حدودارای نرخ خطای قابل« لاوندر»هایی مانند دهد که سیستمها نشان مییافته

 شود )بررسی مطالعاتگیری انبوه غیرنظامیان میدرصد( هستند و همین امر منجر به هدف 20

د ناهایی آموزش دیدهها بر پایه داده(. علاوه بر خطای فنی، الگوریتم1012تاون، امنیتی جورج

در  انگاری پیشینی فلسطینیانغیرانسان ازجملهاند؛ های ساختاریکه خود سرشار از سوگیری

 .های رسمی و نظامیگفتمان
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نفر کشته غیرنظامی برای یک  10–22ها، تا دهد که در برخی رویهها نشان میگزارش

 ی شده استتلق« قبولقابل»نفر برای یک فرمانده ارشد،  200و حتی تا « سطح پایین»هدف 

(. این اعداد صرفا  پارامتر فنی نیستند؛ بلکه بازتاب 1014بان حقوق بشر، ؛ دیده1012)گری، 

شود. به یتر محاسبه مارزشطور سیستماتیک کماند که در آن، زندگی فلسطینیان بهتصویری

س پدر الگوریتم کدگذاری و س« دیگری»انگاری مذهبی و ایدئولوژیک بیان دیگر، غیرانسان

 (.1012تاون، شود )بررسی مطالعات امنیتی جورجدر مقیاس صنعتی اجرا می

 

 دگرگونی عاملیت انسانی و فرسایش سوژه اخلاقی. 7

های هوش مصنوعی، جایگاه انسان را در دهد که ورود سامانهها نشان میمحور دوم یافته

ظامی صوری، اسناد ن طور بنیادین دگرگون کرده است. در سطحگیری جنگی بهچرخه تصمیم

 دهد که انسان اغلب بهها نشان میکنند؛ اما تحلیل رویهتأکید می« انسان در حلقه»بر حفظ 

 .(1012؛ گری، 1014و اینامارک،  چاپاخروجی سامانه تنزل یافته است )« مهر تأیید»

فشار  ندر،هایی مانند گاسپل و لاوتولید انبوه اهداف توسط سامانهه دهد کها نشان میتحلیل

ها، از صدها هدف در کند؛ در برخی شهادتزمانی شدید بر تحلیلگران و اپراتورها ایجاد می

شود که برای هر یک تنها چند ثانیه جهت تأیید در نظر گرفته ای کوتاه سخن گفته میبازه

به  لیتما ؛گیردشکل می« سوگیری اتوماسیون»در چنین شرایطی، ؛ (1012شده است )گری، 

فرض به خروجی سامانه به دلیل اعتبار فنی و فشار زمانی، حتی زمانی که قرائن ماد پیشاعت

 .(1021میدانی یا شهودی با آن ناسازگار است )انیل، 

ظامی سوژه ن. سازی جدیدی استاز منظر تبارشناسی فوکویی، این وضعیت نشانه سوژه

ی که عنوان کارگزار تکنیکهعنوان کنشگری که تصمیم او منشأ خشونت است، بلکه بنه به

(. 1008شود )ساس، های الگوریتمی است تعریف میاش مدیریت و امضای خروجیوظیفه

ها ها و رویهها، شاخصای از مدلدر اینجا، عاملیت اخلاقی از بدن انسان جدا و به شبکه

لگو، امد )استینمی« واگذاری عاملیت اخلاقی به سامانه»شود. استیلگو این روند را واگذار می

1013). 
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 :جایی، سه پیامد اصلی دارداین جابه

تضعیف فضایل نظامی کلاسیک مانند شجاعت، احتیاط و احساس مسئولیت؛ زیرا  .2

تجربه « ستمتصمیم سی»عنوان پیروی از مثابه انتخابی شخصی، بلکه بهتصمیم نه به

 .(1012شود )گری، می

ه در صورت وقوع خطا یا جنایت، هیچ ای کگونهپذیری؛ بهایجاد شکاف مسئولیت .1

 صمیمت و شودنمی تلقی مسئول تنهایی( بهاپراتور نه فرمانده، نه طراح، نه)ای حلقه

 .(1013 سرخ، صلیب المللیبین کمیته) شودمی گم غیرشخصی ایشبکه در

ویژه در شرایط کنترل از کاهش بار روانی و اخلاقی خشونت برای عامل انسانی، به .3

را  «اهداف تأییدشده»دور؛ اپراتوری که در اتاقی امن پای کنسول نشسته و تنها راه 

 .(1012کشیده دیگری مواجه است )گری، کند، کمتر با بدن رنجاجرا می

بلکه  نیست،« یارابزار تصمیم» تنهانهدهد که هوش مصنوعی ها نشان میدر نتیجه، یافته

 .دهدپذیری را فرسایش مییف و مسئولیتتر، سوژه اخلاقی را بازتعردر سطح عمیق

 

 شیکنسلو  جنگ مبهمزدایی فناورانه، آپارتاید دیجیتال و مرز انسان. 8

پردازد. تحلیل اسناد سازی خشونت میزدایی فناورانه و عادیها به انسانمحور سوم یافته

ای و دادهتدریج به واحد های هوش مصنوعی، سوژه هدف را بهدهد که سامانهنشان می

هایی مانند لاوندر، افراد غالبا  در قالب سطرهایی در دهند. در سامانهپروفایل ریسک تقلیل می

 اسبراس ین مشخص، با الگوهای ارتباطی خاصشوند؛ مردان در سنیک پایگاه داده ظاهر می

ی لندن، ؛ دانشگاه کوئین مر1013گیرند )ابراهیم، امتیاز الگوریتمی در فهرست اهداف قرار می

جای به ؛کنداز منظر گفتمانی، این بازنمایی سوژه انسانی را از روایت حذف می .(1014

. مواجهیم« ایگره شبکه»یا « هدف سطح پایین»، با «فردی با خانواده، تاریخ، بدن و رنج»

شود یثبت م« آسیب جانبی»تلفات غیرنظامی، در بسیاری از اسناد، در حاشیه و ذیل عنوان 

ق بان حقوکند )دیدهاهمیت جلوه میکم« ضرورت امنیتی»و « کارایی»تقابل با منطق و در 
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سازی طبیعی»عنوان ی است که کالدری و مجیاس از آن بهفرایند(. این همان 1014بشر، 

 .(1014کنند )کالدری و مجیاس، یاد می« خشونت محاسباتی

های دیرپاتر اورانه بر بستر گفتمانزدایی فندهد که این انسانتحلیل تبارشناختی نشان می

، «قدشمن مطل»عنوان هایی که فلسطینیان را بهاستعماری و مذهبی بنا شده است؛ گفتمان

اند )بررسی مطالعات امنیتی بندی کردهصورت« نماحیوانات انسان»یا حتی « تهدید دائمی»

شوند و سپس اهر میای ظ(. این واژگان در سطح گفتار سیاسی و رسانه1012تاون، جورج

 .(1022شوند )آمور، در قالب داده و الگوریتم، کدگذاری و اجرایی می

کند: غزه به میدان آزمون تأکید می« آپارتاید فناورانه»ها همچنین بر ظهور نوعی یافته

هایی کنند. شرکتهایی تبدیل شده است که نابرابری ساختاری موجود را تشدید میفناوری

و  سازی خشونتهای تحلیلی و نظارتی، در تجارییر و آندوریل با ارائه سامانهمانند پالانت

(. 1012سازی استفاده از هوش مصنوعی در عملیات نظامی نقش دارند )اوپینیوژوریس، عادی

، دسترسی نامتقارن به فناوری و قدرت محاسباتی، شکلی جدید از چهارچوبدر این 

موضوع نظارت و »در آن، یک جمعیت در مقام زند که جداسازی و سلطه را رقم می

 .شودتثبیت می« عامل نظارت و کنترل»و دیگری در مقام « گیریهدف

را « یکشنسل»و « جنگ»دهد که این وضعیت مرز میان ها نشان میتر، یافتهدر سطح کلان

ار المللی، با استناد به کشتکرده است. بسیاری از کارشناسان و نهادهای بین مبهمشدت به

 هایهای حیاتی و لفاظیهای ناشی از قحطی و محاصره، تخریب زیرساختمستقیم، مرگ

تبط های مرگزارش .اندکشی توصیف کردهساز، درگیری غزه را مصداق نوعی نسلغیرانسانی

رای ابزاری ب تنهانهدهد که این فناوری ش مصنوعی نشان میمبتنی بر هو« کارخانه ترور»با 

مانی که ویژه ززدایی، تسهیل و تسریع جنایات بزرگ است؛ بهجنگ، بلکه ابزاری برای قبح

خورد )دانشگاه کوئین مری لندن، انگار پیوند میهای مذهبی و نژادی غیرانسانبا ایدئولوژی

 .(1022؛ اشمیت، 1014
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 ها و امکان مقاومتها، تصادفها، گسستتبارشناختی: ریشهخوانش . 9

دهد که تلاقی هوش مصنوعی و تطهیر خشونت تبارشناسی فوکویی در این پژوهش نشان می

کثر، های متدر جنگ غزه، نه محصول یک خط سیر تکنولوژیک  محتوم، بلکه برآمده از ریشه

 .است فناورانه های سیاسیهای تاریخی و تصادفگسست

 یا ملت خدا، نام )بهشده تاریخی شده و توجیه، خشونت تقدیس«درجه صفر»در سطح 

 ا  صرف عمدتا  دوره، این در فناوری است؛ بوده همراه جنگی ابتدایی هایفناوری با (امنیت

بود  هنشد یمعناساز و گیریتصمیم سطح وارد هنوز و بود انسان فیزیکی توان گسترش

 .(1012 اسمیت، ؛1020 دووراکوفسکا، ؛1010 اوئنز،)

د؛ یابی تبدیل شهای اتوماتیک هدفسو، غزه به میدان آزمون سیستمبه این 1000از دهه 

نقطه  «پوشش سربی»گسترده مانند  اتیعملهای شهری در ، استفاده از تحلیل داده1024در 

خشونت ضروری و »، ادغام صریح هوش مصنوعی در گفتمان 1010عطفی بود؛ و در دهه 

 .(1012گسست جدیدی را رقم زد )ایجیل، « تقدیس شده

نه صرفا  ادامه جنگ سنتی با ابزارهای جدید، « جنگ الگوریتمی»دهد که این سیر نشان می

بلکه تغییر مسیر معنایی و اخلاقی خشونت است؛ در این مسیر جدید، فناوری به بخشی از 

 ابزار اجرای آن )دانشگاه کوئین مری فقطنهشود، منطق توجیه و تقدیس خشونت تبدیل می

 .(1014لندن، 

به ، 1013اکتبر  2نشان داد که رویدادهایی مانند حمله « هاتصادف»حال، تحلیل عین در

 رزیابیکه اهایی مانند لاوندر و گاسپل را شتاب بخشید، بدون آنجهشی استقرار سامانه طرز

های ای است از اینکه چگونه بحرانکامل حقوقی و اخلاقی صورت گیرد؛ این امر نمونه

بان حقوق توانند به نقطه پرش فناورانه در جهت تشدید خشونت بدل شوند )دیدهسیاسی می

 .(1012تاون، ؛ بررسی مطالعات امنیتی جورج1014بشر، 

 برابر رد که دهدمی نشان هایافته ال،ح نقد و مقاومت تحلیل های پایانی تبارشناسیدر گام

 است. گیریشکل حال در نیز مقاومتی هایگفتمان فناورانه، قدرت و حقیقت رژیم این

 لیبص المللیبین کمیته هشدارهای المللی،بین نهادهای مداخلات بشری، حقوق هایگزارش
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 ودکار،خ هایسامانه بر «معنادار انسانی کنترل» و گریتنظیم به مربوط پیشنهادهای و سرخ

 تندهس گیریتصمیم مرکز به حقوقی و اخلاقی مسئولیت بازگرداندن برای هاییتلاش

 .(1012 فایر، وردان ؛1022 لهر، و کگلیانسه)

 مصنوعی هوش پیوند یعنی ، بدین معناست که وضع موجودچهارچوبنقد حال، در این 

 تاریخی، اختاریس عنوانبه بلکه فناوری، پیشرفت طبیعی پیامد عنوانبه نه را خشونت تطهیر و

 آن، در که دگشایمی را ایآینده تصور امکان افشاگری، این. کنیم افشا تغییر قابل و تصادفی

 و سلطه برای مصنوعی هوش» و «حفاظت و دفاع برای مصنوعی هوش» میان روشنی تمایز

 خشونت تشدید نه گیرد، قرار عدالت و صلح خدمت در فناوری و شود برقرار «نابودی

 .(1021 انیل، ؛1012 فایر، وردان) کشینسل و ساختاری

های هوش مصنوعی در جنگ غزه صرفا  یک ابزار تکنیکی نبوده، بلکه در پیوند با گفتمان

ست؛ جنگ تبدیل شده ا« رژیم حقیقت»، به بخشی از ایدئولوژیکیامنیتی، استعمارگرانه و 

محور کردن تشخیص تهدید و ی الگوریتمی، با دادهگیرهای هدفای که سامانهگونهبه

، خشونت را در قالب کنشی عقلانی، دقیق و ظاهرا  «ضرورت عملیات»استانداردسازی مفهوم 

زمان، عاملیت انسانی در چرخه کنند. همطرف بازنمایی کرده و آن را از بار اخلاقی تهی میبی

لیت اخلاقی به ناظر  تأییدکننده خروجی کشتار دگرگون شده و انسان از فاعل  دارای مسئو

شکاف  و گسترش« سوگیری اتوماسیون»سیستم تقلیل یافته است؛ امری که با تشدید 

کند. در پذیری، امکان انتساب روشن مسئولیت حقوقی و اخلاقی را تضعیف میمسئولیت

پروفایل »ه ب هایی مانند گاسپل و لاوندر با فروکاستن سوژه فلسطینیتر، سامانهسطحی عمیق

زدایی فناورانه و نوعی آپارتاید دیجیتال را تغذیه انسان فرایند، «ایواحد داده»و « ریسک

کشی را لغزان و خشونت ساختاری  نزدیک به نسل« متعارف»کنند و مرز میان جنگ می

تبارشناسی فوکویی، این وضعیت نه محصولی طبیعی و ناگزیر از  چهارچوبسازند. در می

 هایقمنط دانش،-تتنیدگی قدرفناوری، بلکه برساخته تاریخی خاصی از درهم پیشرفت

 ارهایسازوک افشای طریق از تنها که ایبرساخته است؛ فناورانه-اقتصادی منافع و امنیتی

 هایچهارچوب تدوین و «معنادار انسانی کنترل» بازگرداندن آن، بخشیمشروعیت
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 چالش به و نقد قابل مصنوعی هوش نظامی کاربرد برای حقوقی و اخلاقی گیرانهسخت

 .است کشیدن

 

 

 و دانش-تگیری هوش مصنوعی در بازآرایی قدرهای هدفی نقش سامانهفرایندالگوی : 2شکل 

 جنگ اخلاق

 

 و پیشنهاد گیرینتیجه

گیری مبتنی بر هوش مصنوعی به عرصه جنگ، صرفا  ارتقای کارآمدی های هدفورود سامانه

نظامی نیست، بلکه به بازآرایی ساختاری در روابط قدرت، سازوکارهای تولید دانش و جایگاه 

انجامد. با توجه به شکاف موجود در ادبیات که یا بر عاملیت انسانی در عملیات نظامی می

های تطهیر خشونت را بدون توجه فرایندکارکردی هوش مصنوعی تمرکز دارد یا ابعاد فنی و 

کند، این پژوهش کوشید تلاقی این دو را در بستر جنگ های نوین بررسی میجدی به فناوری

مند و در سطح قدرت و دانش روشن کند. بر همین مبنا، سؤال اصلی صورت نظامغزه به

گیری خودکار چگونه به بازتعریف های هدفانهکارگیری سامپژوهش این بود که به

 .پذیری اخلاقی و دگرگونی تصویر هدف انجامیده استمسئولیت
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محور گیری حقیقت عملیاتی دادهدهد نخستین سازوکار کلیدی، شکلها نشان مییافته

 هایها به الگوهای تهدید، نمرههای مبتنی بر یادگیری ماشینی با تبدیل دادهاست. سامانه

ظامی بر گیری نکنند که تصمیمهای آماری، نوعی رژیم حقیقت تولید میبندیریسک و طبقه

مایی طرف بازن، تصویر میدان که به ظاهر عینی و بیچهارچوبیابد. در این پایه آن سامان می

ا نشینی آن بای، تنظیمات مدل و همای از مفروضات دادهتواند برساختهشود، در عمل میمی

های امنیتی و ترجیحات سیاسی باشد. بنابراین، قدرت فناورانه نه فقط در سطح اجرای نگفتما

خشونت، بلکه در سطح معناگذاری به تهدید، ضرورت حمله و سنجش تناسب خشونت 

 .کندعمل می

دومین نتیجه، دگرگونی عاملیت انسانی و بروز شکاف مسئولیت است. وقتی نقش انسان 

یابد، ل میهای سیستم تنزسطح اپراتور نهایی یا تأییدکننده خروجی گیری بهدر چرخه تصمیم

اعل مثابه فشود. نه الگوریتم بهانتساب روشن مسئولیت اخلاقی و حقوقی دچار ابهام می

طح بیند، زیرا در سست و نه انسان خود را صاحب اختیار کامل تصمیم میا گواخلاقی پاسخ

، توزیع شود. پیامد این وضعیتهاد داده نسبت داده میگفتمانی تصمیم به آنچه سیستم پیشن

ای که ست؛ شبکها هاگران و سامانهای از طراحان، فرماندهان، تحلیلمسئولیت در شبکه

ت هایی مانند احتیاط اخلاقی و حساسیت نسبگویی را تضعیف کند و فضیلتتواند پاسخمی

 .به پیامدهای انسانی تصمیمات نظامی را فرسوده سازد

ور، محهای دادهزدایی فناورانه و تغییر تصویر هدف است. در نظام، انساننتیجهسومین 

و همین  یابدای تقلیل میتدریج به واحد آماری، پروفایل ریسک یا گره شبکهسوژه هدف به

هد. در نتیجه، دگیر با پیامد انسانی جنگ را افزایش میتقلیل، فاصله عاطفی و اخلاقی تصمیم

شود و تلفات غیرنظامی در زبان ی فنی و مدیریتی بازنمایی میفرایندر قالب خشونت د

 تواند مقاومتشود. این امر میسازی و ضرورت عملیاتی به حاشیه رانده میکارایی، بهینه

ها، اخلاقی در برابر خشونت گسترده را کاهش دهد و مرگ و تخریب را در قالب خروجی

 .تر سازدرنگار کمیها و داشبوردهای تصمیمشاخص
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در مجموع، این پژوهش با تکیه بر تبارشناسی فوکویی و تحلیل گفتمان و با پر کردن خلأ 

 هایدهد سامانهتحلیل قدرت و دانش در پیوند هوش مصنوعی و تطهیر خشونت، نشان می

پذیری زمان مسئولیتروند و همگیری هوش مصنوعی از سطح ابزارمندی فراتر میهدف

کنند. از منظر انتقادی، این وضعیت نه پیامدی طبیعی و تصویر هدف را بازتعریف می اخلاقی

یتی و های امنتنیدگی منطقای تاریخی از درهمو ناگزیر  پیشرفت فناوری، بلکه برساخته

بخشی است. بنابراین، مواجهه با آن مستلزم افشای این سازوکارها، سازوکارهای مشروعیت

گیرانه اخلاقی و حقوقی های سختچهارچوبنسانی معنادار و تقویت بازگرداندن کنترل ا

 .برای کاربرد نظامی هوش مصنوعی است

 

 پیامدهای راهبردی پژوهش

ی گری هوش مصنوعگذاری و تنظیمبر پایه این نتایج، چند پیامد راهبردی برای سیاست

 :نظامی قابل طرح است

رگبار های مانسان در حلقه تصمیمحضور  ضرورت بازتعریف کنترل انسانی معنادار .2

نباید به سطحی صوری یا اداری محدود شود. کنترل انسانی معنادار مستلزم آن است 

که انسان از جایگاه واقعی برای قضاوت مستقل، امکان مخالفت، توقف و بازبینی 

 .تصمیمات الگوریتمی برخوردار باشد، نه صرفا  امضاکننده خروجی سامانه

حقیقت »با توجه به نقش محوری  گیری الگوریتمیر منطق تصمیملزوم شفافیت د .1

 پذیری و شفافیت برایدر عملیات نظامی، توسعه سازوکارهای توضیح« عملیاتی

ها، های هوش مصنوعی ضرورت دارد. بدون دسترسی به منطق داخلی مدلمدل

حقوقی  بندی اهداف، امکان ارزیابی اخلاقی وهای آموزشی و معیارهای طبقهداده

 .ودششدت محدود میتصمیمات مرگبار و پیگیری مسئولیت در صورت خطا به

نهادهای نظارتی داخلی و  ضرورت نظارت مستقل بر کاربرد هوش مصنوعی نظامی .3

هایی روشن برای پایش طراحی، استقرار و کارکرد چهارچوبالمللی باید بین

ا ب هاآنو میزان انطباق های نظامی مبتنی بر هوش مصنوعی تدوین کنند سامانه
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؛ طور مستمر ارزیابی نمایندالملل بشردوستانه و اصول اخلاق جنگ را بهحقوق بین

قبول تلفات غیرنظامی و معیارهای های قابلهایی چون تعیین آستانهویژه در حوزهبه

 .انتخاب هدف

ظامی ن های هوش مصنوعیارزیابی سامانه توجه به اثرات گفتمانی و اخلاقی فناوری .4

گذاران باید به این نباید به سنجش کارایی، سرعت و دقت محدود شود. سیاست

ه کنند، چها چگونه خشونت را بازنمایی میپرسش نیز پاسخ دهند که این سامانه

ا را بیشتر در هکنند و کدام جانتولید می« هدف»و « دشمن»ای را در مقام نوع سوژه

دهند. اثرات گفتمانی و اخلاقی فناوری باید شدن قرار میمعرض حذف و نامرئی

 .ایای حاشیهجزئی از ارزیابی ریسک و طراحی سیاست قلمداد شود، نه مسئله

های هوش مصنوعی نظامی، با تولید حقیقت عملیاتی دهد که فناوریاین پژوهش نشان می

واحدهای  های هدف بهمحور، بازتعریف عاملیت انسانی و تقلیل هویت انسانی سوژهداده

 کنند. اهمیتکننده در سازوکارهای قدرت و اخلاق جنگ معاصر ایفا میآماری، نقشی تعیین

اصلی این تحولات نه در افزایش صرف کارآمدی و سرعت عملیات، بلکه در پیامدهای عمیق 

تیجه توان ناین تحلیل، می براساسنهفته است.  هاآنشناختی، گفتمانی و اخلاقی معرفت

های اخلاقی چهارچوبگرفت که ادغام هوش مصنوعی در جنگ، اگر بدون طراحی و اجرای 

تواند به تعمیق شکاف مسئولیت، کاهش نظارت انسانی و و نظارتی قوی صورت گیرد، می

رانی کم، توسعه قواعد حرونیاسابقه بینجامد. ازدر مقیاسی بی سازی خشونت فناورانهطبیعی

نه  «کنترل انسانی معنادار»تضمین  و گوییآور، تبیین سازوکارهای شفافیت و پاسخالزام

ینده ها در آای، بلکه شرط ضروری برای استفاده مسئولانه از این فناوریای حاشیهتوصیه

 .است

 

 های آیندهها و پیشنهادهایی برای پژوهشمحدودیت

ظامی، شده نبندیهای طبقهودیت دسترسی به دادهاین پژوهش، به دلیل ماهیت موضوع و محد

های مستقل تکیه دارد. و تحلیلای های حقوقی و رسانهعمدتا  بر اسناد ثانویه، گزارش
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ت مند از تلاقی هوش مصنوعی و خشونعنوان تحلیلی انتقادی و زمینهها باید به، یافتهرونیااز

ابعاد واقعیت میدانی. همچنین، ماهیت در جنگ غزه فهم شود، نه توصیفی جامع از همه 

های هوش مصنوعی نظامی، امکان بازسازی دقیق منطق بسیاری از سامانه« سیاه جعبه»

ب توانند با ترکیهای آتی میکند. در ادامه، پژوهشگیری در سطح فنی را محدود میتصمیم

سه با ها و مقایندههای کیفی و میدانی )مانند مصاحبه با کنشگران، تحلیل حقوقی پروروش

تر از الگوهای تلفات و مطالعات تطبیقی میان های کمّیهای جنگ(، ارزیابیدیگر میدان

طور خاص، تر سازند و بههای مختلف، ابعاد نظری و تجربی این الگو را غنیارتش

های راهکارهای عملی برای کاهش شکاف مسئولیت و تقویت کنترل انسانی معنادار بر سامانه

 .ش مصنوعی نظامی پیشنهاد کنندهو

زیر برای مواجهه با  هایهای این پژوهش، پیشنهادگیریها و نتیجهیافته براساس

 :شودهای اخلاقی و فناورانه هوش مصنوعی در جنگ ارائه میچالش

  ضروری است  ر:آوهای اخلاقی و حقوقی جامع و الزامچهارچوبتوسعه

های اخلاقی و حقوقی چهارچوبنهادهای مدنی، ها و المللی، دولتهای بینسازمان

های هوش مصنوعی در حوزه نظامی قوی برای طراحی، توسعه و استقرار سامانه

حفظ  پذیری وها باید اصولی مانند شفافیت، مسئولیتچهارچوبتدوین کنند. این 

و  صورت صریحهای خودکار را بهویژه سلاحها و بهکنترل انسانی معنادار بر سامانه

 .اجرایی دربر گیرد

 برای مقابله با ابهام در  ل:افزایش شفافیت و استقرار سازوکارهای نظارت مستق

، لازم است شفافیت در «گرایی فناورانهپوچ»پذیری و کاهش پیامدهای مسئولیت

ام تواند شامل الزهای هوش مصنوعی نظامی ارتقا یابد. این امر میکارگیری سامانهبه

آموزش، معیارهای ارزیابی  فرایندبه افشای حداقلی اطلاعات درباره منطق طراحی، 

زمان ایجاد سازوکارهای نظارت مستقل و هم و ها باشدملکرد الگوریتمو حدود ع

 .های درگیری را تقویت کندها در موقعیتالمللی بر کاربرد این سامانهبین
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 دهی هنجارها و المللی برای شکلتأکید بر دیپلماسی فناوری و همکاری بین

مصنوعی نظامی، با توجه به ماهیت جهانی توسعه هوش  ه:معاهدات محدودکنند

ظیم المللی برای تنها و نهادهای بینتقویت دیپلماسی فناوری و همکاری میان دولت

هایی هنجارهای مشترک و معاهدات محدودکننده ضروری است. چنین همکاری

تواند به کاهش خطر مسابقه تسلیحاتی هوش مصنوعی و تضمین استفاده می

 .لی کمک کندالملمسئولانه از این فناوری در سطح بین

 افزایش آگاهی عمومی، : گیران و افکار عمومیبخشی برای تصمیمآموزش و آگاهی

گیرندگان نظامی و سیاسی، درباره پیامدهای اخلاقی و ویژه در میان تصمیمبه

ها باید شامل اجتماعی هوش مصنوعی در جنگ اهمیت بالایی دارد. این آموزش

زدایی، پیامدهای فرسایش سانهای الگوریتمی، خطر انشناخت سوگیری

 گیری واهمیت حفظ کرامت انسانی در تمامی مراحل تصمیم و پذیریمسئولیت

 .عملیات نظامی باشد

 های انتقادی که حمایت از پژوهش ی:ارشتههای انتقادی و میانحمایت از پژوهش

بخشی فناورانه را در کاربرد ابعاد قدرت، ایدئولوژی و سازوکارهای مشروعیت

 توانند بهها میکنند، ضروری است. این پژوهشنظامی هوش مصنوعی بررسی می

 تر نحوه تولید حقیقتهای پنهان تطهیر خشونت، فهم دقیقآشکارسازی مکانیسم

 .ها و صداهای قربانیان کمک کنندتقویت روایت و عملیاتی

 شود هاد میپیشن: ها از اسناد به میدان و تجربه زیسته در تحقیقات آیندهگسترش داده

ریق ویژه از طهای میدانی ترکیب کنند؛ بههای آینده، تحلیل اسنادی را با دادهپژوهش

ساختاریافته با کنشگران مرتبط مانند تحلیلگران اطلاعاتی، های نیمهمصاحبه

نگاران جنگ و ناظران حقوق بشردوستانه. این دانان نظامی، روزنامهاپراتورها، حقوق

 سازی، فهم فشارهای زمانی و سازمانیتصمیم فرایندتر بازسازی دقیق رویکرد امکان

تواند یکند و متحلیل نحوه اتکا یا تردید نسبت به خروجی الگوریتم را فراهم می و

 .تر سازدصورت تجربی روشنگیری شکاف مسئولیت را بهسازوکار شکل
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